Special Chapter
04.09 Adequacy of Solutions

After reading this chapter, you should be able to:

1. differentiate between ill-conditioned and well-conditioned systems of equations,

2. define and find the norm of a matrix,

3. define and evaluate the condition number of an invertible square matrix,

4. relate the condition number of a coefficient matrix to the ill or well conditioning of the system of
simultaneous linear equations, that is, how much can you trust the solution of the simultaneous
linear equations.

What do you mean by an ill-conditioned and a well-conditioned system of equations?

A system of equations is considered to be well-conditioned if a small change in the coefficient matrix or
a small change in the right-hand side results in a small change in the solution vector.

A system of equations is considered to be ill-conditioned if a small change in the coefficient matrix or a
small change in the right-hand side results in a large change in the solution vector.

Example 1
[s this system of equations well-conditioned?

B 5.999] [;] - [7.999]

Solution

The solution to the above set of equations is
X2
_y] h 1]

Make a small change in the right-hand side vector of the equations
1 2 ] [x- _ [4.001]

12 3.999] ¥y 7.998

gives

-x] _ [—3.999]

Ly 4.000

Make a small change in the coefficient matrix of the equations

[1.001 2.0017 [*71_ 14
12.001 3.998 [J’]_ 7.999]

gives



[x] _[3994 ]
y 0.001388

This last system of equations “looks” ill-conditioned because a small change in the coefficient matrix or
the right-hand side resulted in a large change in the solution vector.

Example 2
[s this system of equations well-conditioned?

2 31 B1=F

Solution

The solution to the above equations is
X 12
_)’] - .1]

Make a small change in the right-hand side vector of the equations.
[1 2] [*]_ [4.001
[y) = 7001

12 3l 7.001
gives

-x] _ '1.999]

Ly 11.001

Make a small change in the coefficient matrix of the equations.
[1.001 2.0017 [*¥7_[4
| bI=15]

12,001 3.001
gives

-x] _ 2.003]

LYy 0.997

This system of equations “looks” well-conditioned because small changes in the coefficient matrix or the
right-hand side resulted in small changes in the solution vector.

So, what if the system of equations is ill-conditioned or well-conditioned?

Well, if a system of equations is ill-conditioned, we cannot trust the solution as much. Revisit the velocity
problem, Example 1 in Chapter 04.06. The values in the coefficient matrix [A] are squares of time, etc.
For example, if instead of a;; = 25, you used a;; = 24.99, would you want this small change to make a
huge difference in the solution vector. Ifit did, would you trust the solution?



Later we will see how much (quantifiable terms) we can trust the solution in a system of equations. Every
invertible square matrix has a condition number and coupled with the machine epsilon, we can
quantify how many significant digits one can trust in the solution.

To calculate the condition number of an invertible square matrix, I need to know what the norm
of a matrix means. How is the norm of a matrix defined?

Just like the determinant, the norm of a matrix is a simple unique scalar number. However, the norm is
always positive and is defined for all matrices - square or rectangular, and invertible or noninvertible
square matrices.

One of the popular definitions of a norm is the row sum norm (also called the uniform-matrix norm). For
am X n matrix [A4], the row sum norm of [4] is defined as

max =
Mllo =1 < i < m ) |y
j=1

that is, find the sum of the absolute value of the elements of each row of the matrix [A]. The maximum
out of the m such values is the row sum norm of the matrix [4].

Example 3
Find the row sum norm of the following matrix [A].
10 -7 0
A=1-3 2.099 6]
5 -1 5
Solution

3
max
Mllo =7 < ¢ <3 lag]
»

j
= max[(|10] + [=7] + |0D), (I=-3] + 12.099] + |6]), (I5] + |-1] + [5]]
max[(10+ 7 +0),(3+2.099+6),(5+1+5)]
max[17,11.099,11]
=17
How is the norm related to the conditioning of the matrix?

Let us start answering this question using an example. Go back to the ill-conditioned system of equations,



B 5.999] [ﬂ - [7.999]
that gives the solution as

X
[y] - [ﬂ
Denoting the above set of equations as
[A][X] = [C]
1Xleo = 2
IClleo = 7.999
Making a small change in the right-hand side,

B 5.999] [;] - [L;:ggzls

[x] _ —3.999]
y 4.000
Denoting the above set of equations by

[A][X'] = [C"]
right-hand side vector is found by
[AC] = [C"] - [C]
and the change in the solution vector is found by

[AX] = [X'] - [X]

gives

then

4.001 _[4 ]
7.998] ~ 17.999
0.001 1
[—0.001

[AC] =

and

(81 = [ 500 1= 3]

[—5.999]
13.000

then
[|AC||» = 0.001



IAX ]| = 5.999
The relative change in the norm of the solution vector is

|AX | oo 5999
IXllo 2
= 2.9995
The relative change in the norm of the right-hand side vector is
|AC[lo 0.001
ICllm ~ 7.999
=1.250x 107*

See the small relative change of 1.250 X 10~ *in the right-hand side vector norm results in a large relative
change in the solution vector norm of 2.9995.

In fact, the ratio between the relative change in the norm of the solution vector and the relative change
in the norm of the right-hand side vector is

14X /NXNleo _ 29995
IACHo/IICllee  1.250 X 107#
= 23993
Let us now go back to the well-conditioned system of equations.

2 516I=0]

[1=[]

Denoting the system of equations by

gives

[A][X] =[]
1Xleo = 2
ICllee =7

Making a small change in the right-hand side vector

2 3lb1=[o0

gives



[x] _ 1.999]
y 1.001
Denoting the above set of equations by
[A][X"] = [C]
the change in the right-hand side vector is then found by
[AC] = [C'T - [C]
and the change in the solution vector is

[AX] = [X'] - [X]

then
_ [4.001] 4
1ACT= 7001 [7]
_ [0.001]
10.0011
and
_[1.9991 |2
[Ax] = 11.0011 [1]
_ '—0.001]
10.001
then
[|AC]||, = 0.001
[[AX]ls = 0.001
The relative change in the norm of solution vector is
IAX]l,  0.001
11Xl 2
=5x10"*
The relative change in the norm of the right-hand side vector is
IAC]l,  0.001
IClle 7
=1.429x107*

See the small relative change in the right-hand side vector norm of 1.429 X 10~* results in the small
relative change in the solution vector norm of 5 X 107%,



In fact, the ratio between the relative change in the norm of the solution vector and the relative change
in the norm of the right-hand side vector is

1AX1loo/lIXlleo 5% 107"

IACIloo/IICllee  1.429 X 107*

=35
What are some of the properties of norms?

For a matrix [4], [|A]| = 0

For a matrix [4] and a scalar k, ||kA|| = |k|||A]|

1

2.

3. For two matrices [A] and [B] of the same order, ||A + B|| < ||A|| + || B]|

4. For two matrices [A] and [B] that can be multiplied as [A] [B], ||AB]| < ||A|ll|B]|

Is there a general relationship that exists between ||AX]|| /|| X]|| and ||AC]|/||C|| or between ||AX]| /|| X]|
and ||AA||/||A]|? If so, it could help us identify a well-conditioned and an ill-conditioned system of
equations.

If there is such a relationship, will it help us quantify the conditioning of the matrix? That is, will
it tell us how many significant digits we could trust in the solution of a system of simultaneous
linear equations?

There is a relationship that exists between

”AX”an IAC]]
l1X1] ICl
and between
”AX”an |AA]]
l1X1] 1Al
These relationships are
|AX]| lAC]|
< Al A7 5=~
l1X1] ICll
and
lAX]| _1y JAAll
< 1Al 1A

X + AX|| — lAll



The above two inequalities show that the relative change in the norm of the right-hand side vector or the
coefficient matrix can be amplified by as much as ||A]| |[A72].

This number ||4|| ||A71|| is called the condition number of the matrix and coupled with the machine
epsilon, we can quantify the accuracy of the solution of [4] [X] = [C].

How do I use the above theorems to find how many significant digits are correct in my solution
vector?

The relative error in a solution vector norm is < Cond(A) X relative error in the right-hand side vector
norm.

The possible relative error in the solution vector norm is < Cond(A) X€,,4cn

Hence Cond(A) X€,,4cn Should give us the number of significant digits, m that are at least correct in our
solution by finding out the largest value of m for which Cond(A) X€,,,4cn is less than 0.5 x 107,

Example 4

How many significant digits can I trust in the solution of the following system of equations? Assume
single precision for real numbers where 32 bits are used to represent a number, with 1 bit for the sign of
the number, 7 bits for the biased exponent, and 23 bits for the magnitude of the mantissa.

B 5.999] [ﬂ - [421]

Solution
For

M 2
[41=15 5 990]
it can be shown

_1 _[-3999 2000
LA™ = 15000 —1000]
Al = 5.999

lA™ | = 5999

Cond(4) = [|All lA7*]|
= 5.999 x 5999.4
= 35990
The machine epsilon is
€mach= 27%
=0.119209 x 107°



Cond(A) X€Epmacen= 35990 x 0.119209 x 107°
= 0.4290 X 1072
For what maximum positive value of m, would Cond(A4) X€,,4cn be less than or equal to 0.5 x 10™™

0.4290 x 1072 < 0.5x 10™™
0.8580 x 1072 < 10™™
log(0.8580 x 1072) < log(10™™)
—2.067 < —-m
m < 2.067
m< 2
So, two significant digits are at least correct in the solution vector.

Example 5
How many significant digits can I trust in the solution of the following system of equations?

2 3IB1=F
Solution
For

A1=[; 3]
it can be shown

(417" = [2_3 31]

Then
1Al =5,
lA" e = 5.
Cond (A) = [|All [IA7H]
=5x%x5
=25

Assuming single precision with 23 bits used in the mantissa for real numbers, the machine epsilon

— 9—23
Emach— 2



=0.119209 x 10~°
Cond(A) X€Epmacen= 25 x 0.119209 x 107°
=0.2980 X 107°
For what maximum positive value of m, would Cond (A4) X€,,4cr be less than or equal to 0.5 X 10™™

0.2980 X 107° < 0.5 x 10™™
m<5
So, five significant digits are at least correct in the solution vector.

Key Terms:

Ill-Conditioned matrix
Well-Conditioned matrix
Norm

Condition Number
Machine Epsilon
Significant Digits



Problem Set
1. The row sum norm of the matrix
6 -7 3 13
[A] =119 -—-21 23 —-29
_ 41 47 —-51 61
is
(A) 29
(B) 61
(C)98
(D) 200

2. The adequacy of the solution of simultaneous linear equations [A][X] = [C] depends on
(A) the condition number of coefficient matrix [A]
(B) the machine epsilon
(C) the condition number for matrix [A]and the machine epsilon
(D) norm of the coefficient matrix [A]

3. Given a set of equations in matrix form [A][X] = [C], ||A|l = 250, ||A~2|| = 40and &4, =
0.119 x 107°, then the number of significant digits you can at least trust in the solution are
(A)1
(B)2
©)3
(D)4
4. The condition number of the n X n identity matrix based on the row sum norm is
(A)O
(B)1
C)n
(D)n?
5. For



10 -7 0
[A] =|-3 2.099 6
5 -1 5

gives
—0.1099 -0.2333 0.2799

[A]71 = [—0.2999 —0.3332 0.3999
0.04995 0.1666 6.664 x 107>

(A) What is the condition number of [A4]?
(B) How many significant digits can we at least trust in the solution of [4] [X] = [C] if
Emach= 0.1192 x 107°>
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